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Motivational Example

Photo Credit:  www.google.com/loon

Question:  Use position to satisfy demands?

Clients

Network
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Our Objective
Heterogeneous system: 
Robot routers
Client agents

Client agents move over 
unknown trajectories 

Routers move to provide 
demanded  communication
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Future Applications

Photo Credit: IIIT Robotics ReseachPhoto Credit: IEEE Spectrum
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Problem: Communication Coverage

Å k controlled robot routers
Ån uncontrolled client agents
Åqj communication demand for jth agent
Åή communication quality for channel (i,j)

Problem:  Optimize robotic router positions to satisfy agent 
demands 

Demand

q1
20 (Mb/s)

Demand 

q2 10 (Mb/s)

Demand

q3 50 (Mb/s)
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Problem: Communication Coverage

Demand

q1
40 (Mb/s)

Demand 

q3 60 (Mb/s)

Demand

q2 5 (Mb/s)
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Å k controlled robot routers
Ån uncontrolled client agents
Åqj communication demand for jth agent
Åή communication quality for channel (i,j)

Problem:  Optimize robotic router positions to satisfy agent 
demands 



Challenges 

Communications Model
[Feedback commsquality]

Position Robot 
Routers 

x0

Signal Quality
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Related Work: Contextual Overview
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Multi -Agent Coordination 
and Communication

Å Allocation of limited 
resources [Tamiret. al. ΩунΣ 
DƻƴȊŀƭŜȊ Ψур , VaziraniΩлнΣ Frazzoli
Ŝǘ ŀƭΦ Ψлфϐ

ÅGraph theory and 
connectivity maintenance 
ώ[ȅƴŎƘ ŜǘΦ ŀƭΦ Ωлс , JadbabaieΩлсΣ 
Pappas ŜǘΦ ŀƭΦ ΨлфΣ /ƻǊǘŜǎ ΩлфΣ 
Mesbahiet. al. Ωмлϐ

ÅDistributed coverage [Bullo
Ψлп, Bulloet. al. ΨлтΣ Schwageret. 
ŀƭΦ Ωлфϐ

Realistic Communication 
Constrained Coordination
Å Stochastic Sampling 

Methods ώWƻƘŀƴǎǎƻƴ ŜǘΦ ŀƭ ΨлтΣ 
Le NyŜǘΦ ŀƭΦ Ψ12, Sukhatmeet. al. 
Ψ13]

ÅWireless RSS Mapping of 
Environment ώ{ŀŘƭŜǊ ŜǘΦ ŀƭΦ ΩмнΣ 
{ŀŘƭŜǊ ŜǘΦ ŀƭΦ Ψмоϐ

Å Spatial Prediction using 
Models[MostofiŜǘΦ ŀƭΦ ΨмнΣ  
Mostofiet. al. ΨмоΣ  YǳƳŀǊ ŜǘΦ ŀƭΦ 
Ψмоϐ

Uncertainty and Real World Performance
Å Uncontrolled disturbances [BertsekasΨ71, BertsekasΨ72, Tomlin et. al. ΩммΣ 

Karamanand FrazzoliΨмнϐ

Å Scalability to large number of clients ώDƻƴȊŀƭŜȊ ΩурΣ Mazumdaret. al. ΩлоΣ 
VaradarajanŜǘΦ ŀƭΦ ΨлрΣ  CŜƭŘƳŀƴ ŜǘΦ ŀƭΦ Ψлтϐ

Å Unknown Maps and Environment-independent communication 
ώ.ǳŎƪƭŜȅ ŜǘΦ ŀƭΦ ΨууΣ {ŎƘƳƛŘǘ ΨусΣ CƛǘŎƘ ΩууΣ wƻȅ ŜǘΦ ŀƭΦ Ψлфϐ

Communication 
Coverage with 

Real World 
Constraints



Focus of the Thesis

Solve the communication coverage problem by 
controlling the position of robot routers using realistic 
communication models
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Realistic communication Scalable solution General environments

Photo Credit: IEEE Spectrum

Signal 
Quality



Realistic Communication 
Coverage

Thesis Contributions in a Nutshell
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Problem Formulation: 
Optimize over dynamics 
and connectivity 

Router Placement

Globally optimal 
allocations for small 
problem sizes

Human/robot with real-
time repositioning 

Error bound as number 
of clients increases

Large networks

Problem Formulation: 
Physical model 
interference

Lyapunovstability to 
local minima

Connectivity 
maintenance 

Robustness to failure

Commswith infeasible  
regions

Complex indoor env.

Locally 
Optimal 

(Distributed) 
Comm

Coverage

Channel Feedback: Signal quality 
directional profile

Wireless Channel Mapping

Realistic CommsOptimization 

Satisfy real-time client demands

Comparison to other methods
Legend:

Theoretical
Algorithmic
Experiments

Optimal 
Comm

Coverage 
for Large  
Mobile 
Teams



Realistic Communication 
Coverage

Thesis Contributions in a Nutshell
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Problem Formulation: 
Optimize over dynamics 
and connectivity 

Router Placement

Globally optimal 
allocations for small 
problem sizes

Human/robot with real-
time repositioning 

Error bound as number 
of clients increases

Large networks

Problem Formulation: 
Physical model 
interference

Thm: Lyapunovstability 
to local minima

Thm: Connectivity 
maintanence

Exp: Robustness to 
failure

Alg: Commswith infeas. 
regions

Complex indoor env.

Locally 
Optimal 

(Distributed) 
Comm

Coverage

Channel Feedback: Signal quality 
directional profile

Wireless Channel mapping

Realistic CommsOptimization 

Satisfy Real-time client demands

Comparison other methods
Legend:

Theoretical
Algorithmic
Experiments

Optimal 
Comm

Coverage 
for Large  
Mobile 
Teams



Outline

I. Router Placement: Problem formulation 
and algorithm for positioning robots

II. Large Systems:Algorithm for efficient 
computation

III. Real Communication:New method for 
measuring directional information

IV. Realistic Communication Optimization 
Problem: New model that uses channel 
feedback
ïSatisfy client agent demands in actual 

implementations

R
e
d
u
c
tio

n
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Outline

I. Router Placement: Problem formulation 
and algorithm for positioning robots

i. Formulation

ii. Handle mobility of clients

iii. Algorithm for finding robot router positions

Assumptions
1. Euclidean Disk Model
2. Equal demands
3. Client position known
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Approach: Center Placement

Å k-center problem: Minimize maximum 
ŎƭƛŜƴǘ ŘƛǎǘŀƴŎŜ ώDƻƴȊŀƭŜȊ ΨурΣ VaziraniΨлоϐ

p

q

ὅz ÁÒÇάὭὲ ὶὖȟὅ

ὨὭίὸὴȟὧ ὴ ὧ ὴ ὧ

ὶὖȟὅ ÍÁØɴÍÉÎɴÄÉÓÔὴȟὧ

ὶὖȟὅ

Euclidean disk model
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Legend:
C: set of robot router positions
P: set of client agent positions



Approach: Router Placement

Å k-center problem: Minimize maximum client 
ŘƛǎǘŀƴŎŜ ώDƻƴȊŀƭŜȊ ΨурΣ VaziraniΨлоϐ

ÅConnected k-center problem: Minimize 
router-router distance [Gil, Feldman, RusΨмнϐ

p

q

ὅz ÁÒÇάὭὲ ὶὖȟὅ

ὨὭίὸὴȟὧ ὴ ὧ ὴ ὧ

ὶὖȟὅ ÍÁØɴÍÉÎɴÄÉÓÔὴȟὧ

ὶὖȟὅ

ὅz ÁÒÇάὭὲ ÍÁØὶὖȟὅȟὦὅ

ὦὅ

ὦὅ ÍÉÎȟ ᶰ ὨὭίὸὧȟὧ
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Legend:
C: set of robot router positions
P: set of client agent positions



Approach: Router Placement

Å k-center problem: Minimize maximum client 
ŘƛǎǘŀƴŎŜ ώDƻƴȊŀƭŜȊ ΨурΣ VaziraniΨлоϐ

ÅConnected k-center problem: Minimize 
router-router distance [Gil, Feldman, RusΨмнϐ

p

q

ὅz ÁÒÇάὭὲ ὶὖȟὅ ὶὖȟὅ

ὅz ÁÒÇάὭὲ ÍÁØὶὖȟὅȟὦὅ

ὦὅ

Intuition:  Seek a fair solution, maximize the weakest link
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Legend:
C: set of robot router positions
P: set of client agent positions



Approach: Router Placement

Å k-center problem: Minimize maximum client 
ŘƛǎǘŀƴŎŜ ώDƻƴȊŀƭŜȊ ΨурΣ VaziraniΨлоϐ

ÅConnected k-center problem: Minimize 
router-router distance [Gil, Feldman, RusΨмнϐ

ÅClient agents Move?
p

q

ὶὖȟὅ

ὦὅ
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Legend:
C: set of robot router positions
P: set of client agent positions



Approach: Router Placement

Å k-center problem: Minimize maximum client 
ŘƛǎǘŀƴŎŜ ώDƻƴȊŀƭŜȊ ΨурΣ VaziraniΨлоϐ

ÅConnected k-center problem: Minimize 
router-router distance [Gil, Feldman, RusΨмнϐ

ÅReachable connected k-center problem: take 
into account unknown client movement and 
control limitations [Gil, Feldman, RusΩмнϐ

p

q

ὶὖȟὅ

ὦὅ

ὴ ὴ ύ ύ ὺ

ὧ ὧ ό ό ὺ
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Legend:
C: set of robot router positions
P: set of client agent positions



Approach: Router Placement

Å k-center problem: Minimize maximum client 
ŘƛǎǘŀƴŎŜ ώDƻƴȊŀƭŜȊ ΨурΣ VaziraniΨлоϐ

ÅConnected k-center problem: Minimize 
router-router distance [Gil, Feldman, RusΨмнϐ

ÅReachable connected k-center problem: 
take into account unknown client movement 
and control limitations

p

q

ὶὖȟὅ

ὦὅ

Intuition:  Reachability of connected configuration bounded but 
unknown disturbances [BertsekasΨтмΣ RakovicΨлф]

PhD Thesis Defense 
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Legend:
C: set of robot router positions
P: set of client agent positions



Result: Exact Algorithm

Theorem: Our algorithm provides exact solution to reachable 
connected k-centers problem.  If feasible, a configuration of routers,C, 
provides a connected configuration  for a minimum of t seconds 

ά/ƻƳƳǳƴƛŎŀǘƛƻƴ Coverage for Independently Moving wƻōƻǘǎέ  Gil, Feldman, Rus, IROS 2012

ÅConvex program for optimizing  connected k-centers and reachability

Å Expensive: ὲ
PhD Thesis Defense 20



Contributions Outline

I. Router Placement: Problem formulation 
and algorithm for positioning routers

II. Large Systems:Algorithm for efficient 
computation

III. Real Communication:New method for 
measuring directional information

IV. Realistic CommunicationOptimization 
Problem: New model that uses channel 
feedback
ïSatisfy client demands in actual 

implementations

Assumptions
1. Euclidean Disk Model
2. Equal demands
3. Client position known
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Contributions Outline

II. Large Systems:Algorithm for efficient 
computation

i. Find a bounded error solution for static 
clients

ii. Find a bounded error solution for 
continuously moving clients

Assumptions
1. Euclidean Disk Model
2. Equal demands
3. Client position known
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Efficiency: Compression of Input Points

Compute solution of a carefully chosen subset S

PhD Thesis Defense 23



Efficiency: Compression of Input Points

Property:For ‭>0 a set Sis a (k, ‭)-coresetfor the input set P 
if for every C, |C|=k

ὶὛȟὅ ὶὖȟὅ ρ ‭ὶὛȟὅ

ὶὖȟὅ

ὶὛȟὅ
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A CoresetConstruction

ÅRandomly sample  a small number of clients

First Iteration

PhD Thesis Defense 



ÅRemove half of the closest clients to the selected representatives

First Iteration
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A CoresetConstruction



ÅRemove half of the closest clients to the selected representatives

First Iteration

A CoresetConstruction
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ÅRepeat procedure on remaining clients

Second Iteration
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A CoresetConstruction



ÅRepeat procedure on remaining clients

Second Iteration
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A CoresetConstruction



ÅRepeat procedure on remaining clients

Second Iteration

A CoresetConstruction
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ÅRepeat procedure on remaining clients

Second Iteration

A CoresetConstruction
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ÅRepeat procedure until all clients are represented
ÅReturn coresetS

Final Iteration

A CoresetConstruction
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Efficiency: Compression of Input Points

The k-center of S is a (1+ ‭)- approximation for 
the k-center of P

[ Agarwal and ProcopiucΨлнΣ  !ƎŀǊǿŀƭ ŀƴŘ Har-Peledand VaradarajanΩлрΣ ¢Φ /Ƙŀƴ Ψлуϐ

Theorem: The reachable connected k-centerof S is a 
(1+ ‭)- approximation for the reachable connected k-
center of P

ά/ƻƳƳǳƴƛŎŀǘƛƻƴ /ƻǾŜǊŀƎŜ ŦƻǊ LƴŘŜǇŜƴŘŜƴǘƭȅ aƻǾƛƴƎ wƻōƻǘǎέ  Gil, Feldman, Rus
IROS 2012
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Efficiency: Compress Moving Clients

PhD Thesis Defense 34



Efficiency: Compressing Moving Points

Theorem: We can maintain a dynamic Ὧȟ‐-coresetὛfor a 
moving set ὖin Rd, d=2, using space and update time 

polynomial in ὯÌÏÇὲȾ‐where n=|P|ȟὛ

K-Robots Clustering of Moving Sensors using Coresets: Feldman, Gil, Julian, Knepper, 
Rus, ICRA 2013
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Solving for Router Positions in 
Real Time

Quadrotor
Vehicles

Real Taxi Data 
in San Fransisco
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10X
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Small Scale: Heterogeneous Team

Setup (2x)
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Small Scale: Heterogeneous Team

Overhead View (8x) Matlab GUI View
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Small Scale: Heterogeneous Team
CoresetQuality
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Legend
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Small Scale: Heterogeneous Team
CoresetQuality Total Distance Traveled
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Small Scale: Heterogeneous Team
CoresetQuality Total Distance Traveled

Cost
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Small Scale: Heterogeneous Team
CoresetQuality Total Distance Traveled

Cost

0 20 40 60 80 100 120 140 160 180
0

10

20

30

40

50

60

70

80

90

Sum of Distances Traveled by Each Agent

 

 

none

static

dynamic

random

Legend

PhD Thesis Defense 42



Dynamic Coreset: Large Scale Experiment

Real-time taxi data over a period of 10 minutes in San Fransisco, CA

10XX

Quad
Coresetpoint
Input point
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